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The Beginning: CVPR 2009

CVPR
2009

A M

J. Deng, W. Dong, R. Socher, L.-J. Li, K. Li and L. Fei-Fei, ImageNet:
IEEE Computer Vision and Pattern Recognition (CVPR), 2009.

ImageNet: A Large-Scale Hierarchical Image Database

Jia Deng, Wei Dong, Richard Socher,
Dept urr.-mmnsmm Princeton University.
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A Large-Scale Hierarchical Image Database.



The Impact of IM/AGE



IMGE on Google Scholar

Imagenet: A large-scale hierarchical image database

8 6 J Deng, W Dong, R Socher, LJ Li, K Li... - Computer Vision and ..., 2009 - ieeexplore.ieee.org
4 , 3 Abstract: The explosion of image data on the Internet has the potential to foster more
. . sophisticated and robust models and algorithms to index, retrieve, organize and interact with
Citations images and multimedia data. But exactly how such data can be harnessed and organized

Cited by 4386  Related articles  All 30 versions  Cite  Save

Imagenet large scale visual recognition challenge

8 O Russakovsky, J Deng, H Su, J Krause... - International Journal of ..., 2015 - Springer
2 , 4 7 Abstract The ImageNet Large Scale Visual Recognition Challenge is a benchmark in object
. . category classification and detection on hundreds of object categories and millions of
Cltatlons images. The challenge has been run annually from 2010 to present, attracting participation

Cited by 2847  Related articles  All 17 versions  Cite  Save

...and many more.



From IMJ.GE Challenge
Contestants to Startups
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A Revolution in Deep Learning

Why Deep Learning is Suddenly
Changing Your Life

By Roger Parloff, Sept, 2016




“The |MJ{GE of x”
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SpaceNet MusicNet Medical ImageNet
DigitalGlobe, CosmiQ Works, NVIDIA J. Thickstun et al, 2017 Stanford Radiology, 2017

ShapeNet EventNet ActivityNet

A.Chang et al, 2015 G.Yeet al, 2015 F. Heilbron et al, 2015



An Explosion of Datasets

kaggle

1627

Hosted Datasets

276

Commercial
Competitions

Student
Competitions

1MM

Data Scientists

4MM

ML Models
Submitted




“Datasets—not algorithms—might be
the key limiting factor to development
of human-level artificial intelligence.”

ALEXANDER WISSNER-GROSS
Edge.org, 2016



The Untold History of
IM&GE



Hardly the First Image Dataset

ARNE

Segmentation (2001) CMU/VASC Faces (1998) FERET Faces (1998) COIL Objects (1996) MNIST digits (1998-10)
D. Martin, C. Fowlkes, D. Tal, J. Malik. H. Rowley, S. Baluja, T. Kanade P. Phillips, H. Wechsler, J. S. Nene, S. Nayar, H. Murase Y LeCun & C. Cortes
Huang, P. Raus
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Yao et al, 2007



A Profound Machine Learning Problem
Within Visual Learning

Neural Networks for
Pattern Recognition

Christopher M. Bishop




Machine Learning 101:

Complexity, Generalization, Overtitting

Error
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One-Shot Learning

Performance comparison
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Fei-Fei et al, 2003, 2004



One-shot learning algorithm: ~ Model
- - o initialization
Bayesian Variational Inference

Model: Data: model fitting
Parameter update

new estimate
of p(6|train)

/ : 4’ prior statistics of p(0)

Fei-Fei et al, 2003, 2004
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A new way of thinking. ..

To shift the focus of Machine
Learning for visual recognition

from
modeling...

...to data.
Lots of data.



Source: Cisco

15,000

11,250

7,500

3,750

Internet Data Growth
1990-2010




What 1s WordNet?

b\ : Establishes
| »\5 Organizes over

: ontological and
150,000 words into . ) :
lexical relationships

Original paper by 117,000 categories in NLP and related
[George Miller, et called synsets. tasks.
al 1990] cited over
5,000 times



Christiane Fellbaum

Senior Research Scholar
Computer Science Department, Princeton
President, Global WordNet Consortium




Individually Illustrated
WordNet Nodes

jacket: a short coat

German shepherd: breed of
large shepherd dogs used in
police work and as a guide for the
blind.

microwave: kitchen appliance
that cooks food by passing an
electromagnetic wave through it.

mountain: a land mass

. that projects well above its

; surroundings; higher than a
hill.

A massive ontology of

images to transform
computer vision
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Prof. Kai Li Jia Deng
Princeton 18t Ph.D. student
Princeton
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Step 1: Ontological
structure based on
WordNet

‘ Mammal

German
‘ ‘ ‘ . Shepherd



German Step 2: Populate categories
Shepherd with thousands of images
from the Internet



Shepherd hand



Three Attempts at
Launching IMAAGE



15t Attempt:
The Psychophysics Experiment

ImageNet PhD
Students

"""""""""""""""""""""""""""""""""""""""""

Miserable
Undergrads



15t Attempt:
The Psychophysics Experiment

o #of synsets: 40,000 (subject to: imageability analysis)

« # of candidate images to label per synset: 10,000

« # of people needed to verify: 2-5

* Speed of human labeling: 2 images/Sec (one fixation: ~200msec)
 Massive parallelism (N ~ 10" 2-3)

~ 19 years
N

40,000 X 10,000 X 3 / 2 = 6000,000,000 sec




ond Attempt:
Human-in-the-Loop Solutions

Towards scalable dataset construction:
An active learning approach

Brendan Collins, Jia Deng, Kai
{bmcollin, dengjia, 1li, feifei

Department of Computer Science, Princeton

OPTIMOL: automatic Online Picture collecTion
via Incremental MOdel Learning

Abstract. As computer vision research co

and greater variation within object categor

more exhaustive datasets are necessary. Hc¢ Li-Jia Li', Gang W;mgl and Li Fei-Fei?
ing such datasets is laborious and monotol
in which many images have been automs
category (typically by antomatic internet s
relevant images from noise. We present a d 2 Dept. of Computer Science, Princeton University, USA

! Dept. of Electrical and Computer Engineering, University of Illinois Urbana-Champaign, USA

which employs active, online learning to ( jiali3@uiuc.edu, gwang6@uiuc.edu, feifeili@cs.princeton.edu
with minimal user input. The principle ady

vious endeavors is its scalability. We demon

superior to the state-of-the-art, with scala

work. Abstract Collected Dataset (ongoing)

A well-built dataset is a necessary starting point for ad-

1 Introduction vanced computer on research. It plays a crucial role

in evaluation and provides a continuous challenge to state-
Though it is difficult to foresee the future of co of-the-art algorithms. Dataset collection is, however, a te-
that its trajectory will include examining a g1 dious and time-consuming task. This paper presents a novel

ages

(such as objects or scenes), that the complexit; automatic dataset collecting and model learning approach



ond Attempt:
Human-in-the-Loop Solutions

X

Machine-generated Human-generated
datasets can only match datasets transcend
the best algorithms of algorithmic limitations,
the time. leading to better

machine perception.



3rd Attempt:
A Godsend Emerges

ImageNet PhD
Students

''''''''''''''''''''''''''''''''''''''''''''''''''

Crowdsourced gmazon mechanical turk™

Labor Artificial Artificial Intelligence

49k Workers from 167 Countries
2007-2010



The Result: IM&GE Goes Live in 2009

IMAGENET At | Dol
[ — - About = Download

Not logged in. Login | Signup

Yellow sand verbena, Abronia latifolia 200 15.34%
Plant having hemispherical heads of yellow trumpet-shaped flowers; found in coastal dunes from California to British pictures E‘fﬂ”!f.{;fé “ggfdnet
Columbia erce

Downloads

- ImageNet 2011 Fall Release (32326)
- plant, flora, plant life (4486)
- phytoplankton (2)
i microfiora (0)
- crop (9)
endemic (0)
- holophyte (0)
non-flowering plant (0)
plantiet (0)
wilding (141)
+. wildflower, wild flower (140)
i~ sagebrush buttercup, Ra
pasqueflower, pasque fic
i~ meadow rue (0)
- sand verbena (6)
i - snowball, sweet sand
- sweet sand verbena,
- yellow sand verbena,
- beach pancake, Abro
beach sand verbena,
{ - desert sand verbena,
- trailing four o'clock, trailir
red maids, redmaids, Ca
i siskiyou lewisia, Lewisia
- bitterroot, Lewisia rediviv
i~ PUSSY-Paw, pUSSy-paws,
1.~ flame flower, flame-flowe
; woolly daisy, dwarf daisy o 31[41[5]06][ Next
heartleaf amica, Arnica ¢
i Arnica montana (0)

© 2010 Stanford \ision | ab_Stanford University Princeton University_sunood@imace-oet o Convriaht infinaement




IMSaGE



What We Did Right



While Others Targeted Detail...

LabelMe Lotus Hill

Per-Object Regions and Labels Hand-Traced Parse Trees
Russell et al, 2005 Yao et al, 2007



...We Targeted Scale

SUN, 131K

[Xiao et al. ‘10]

Lal?lelll\/le, 37K

Russell et al. ’0

= IMAGENET 15m
PASCAL VOC, 30K [Deng et al. ‘09]

[Everingham et al. ’'06-"12]

Caltech1o1, 9K

[Fei-Fei, Fergus, Perona, ‘03]




Additional IMS&GE

High High-Quality

Resolution Annotation
To better replicate human visual To create a benchmarking dataset
acuity and advance the state of machine

perception, not merely reflect it

Free of

Charge

To ensure immediate application and
a sense of community



An Emphasis on Community
and Achievement

IMGE

Large Scale Visual Recognition Challenge
(ILSVRC 2010-2017)



ILSVRC Contributors

Alex Berg Jia Deng Zhiheng Huang  Aditya Khosla Jonathan Krause Fei-Fei Li
UNC Chapel Hill Univ. of Michigan Stanford Stanford Stanford Stanford

Wei Liu Sean Ma Eunbyung Park Olga Russakovsky Sanjeev Satheesh Hao Su
UNC Chapel Hill Stanford UNC Chapel Hill Stanford Stanford Stanford



Our Inspiration: PASCAL VOC

~‘ PASCAL2

\ Pattern Analysis STTT al Modelling and
CmpTT |L ing

2005-2012



Our Inspiration: PASCAL VOC

Mark
Everingham

1973-2012

Mark Everingham
Prize @ ECCV 2016

IMGE

Alex Berg, Jia Deng, Fei-Fei Li, Wei Liu,
Olga Russakovsky



Participation and Performance




Participation and Performance

o~
L) - *
N\
N\
N\
N\ \..
LY - -
"~
S
S~
N
----0
2010 2011 2012 2013 2014 2015 2016
Number of Classification

Entries Errors (top-5)



Participation and Performance
0.28 0.66
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2010 2011 2012 2013 2014 2015 2016
Number of Classification Average Precision

Entries Errors (top-5) For Object Detection



What we did to make
IM SGE better



LLack of Details

W =
ombat 1222 47.9% -
Burrowing herbivorous Australian marsupials about the size of a badger pictures gg?cu‘iﬁrtli}g Y[\ggrdnet

.- cephalochordate (1)
*- vertebrate, craniate (3077)
*. mammal, mammalian (114
/'~ fossorial mammal (3)
{ placental, placental mz
female mammal (0)
tusker (0)
w prototherian (4)
*- metatherian (37)
*- marsupial, pouched
i pouched mole, n
phalanger, opos:
dasyurid marsup
kangaroo (13)
bandicoot (1)
opossum rat (0)
- wombat (0)
I~ OpOSSUM, POSSUl ==
- bird (871) 3
- reptile, reptilian (296)
- amphibian (95)
mniota (0)
- fetus, foetus (3)
i amniote (0)
tetrapod (1)
’ aquatic vertebrate (632)
gnathostome (0)
- captive (0)

Treemap Visualization Images of the Synset Downloads

i
i

- s : : s

*- embryo, conceptus, fertilized e¢ - e
- adult (0) *Images of children synsets are not included. All images shown are thumbnails. Images may be subject to copyright.

i metazoan (0) prev | KM [2]3] 4] [s][6][7][8][9][10] ... [39] 40]]next




Lack of Details...ILSVRC Detection Challenge

person

ILSVRC
2013

Statistics

chair

Object classes 20 200
person ‘
. pPerson
w Images 5.7K 395K
flower pot
helmet a.q
2 power drill Training

motorcycle

Objects 13.6K 345K




Evaluation of ILSVRC Detection

Need to annotate the presence of all classes
(to penalize false detections)

rable | Chair | sorse| pog | car | nird [ERSNECSEAA
# classes: 200

# annotations = S8oM!




Evaluation of ILSVRC Detection

Hierarchical annotation

Object Presence

X
- Is there §m Is there v Is there ~
g an animal ?; a mammal ?5 acat? y
»x% — > — >
= X
v X

J. Deng, O. Russakouvsky, J. Krause, M. Bernstein, A. Berg, & L. Fei-Fei. CHI, 2014



What does classifying 10K+ classes tell us?

Animal Artifact

Bird Reptile Fish Aquatilc bird

Bird

Aquatic bird A
Reptile

rish

Accuracy (%) J. Deng, A. Berg & L. Fei-Fei, ECCV, 2010



Fine-Grained Recognition

“Cardigan Welsh Corgi” “Pembroke Welsh Corgt”

-~ - DT o -




Fine-Grained Recognition
I M .R. G E m [Gebru, Krause, Deng, Fei-Fei, CHI 2017]

Make

2567 classes
700k images




Expected Outcomes

ImageNet becomes a Breakthroughs in
benchmark object recognition

Machine learning
advances and changes
dramatically




Unexpected Outcomes



Neural Nets are Cool Again!

2048 2048 \dense
128 — —
dense dense)
1000
192 128 Max L] L]
Max 178 Max pooling 2948 2048
pooling pooling
48
Imagenet classification with deep convolutional neural networks
1 2 A Krizhevsky, | Sutskever, GE Hinton - Advances in neural ..., 2012 - papers.nips.cc
, Abstract We trained a large, deep convolutional neural network to classify the 1.3 million
. . high-resolution images in the LSVRC-2010 ImageNet training set into the 1000 different
Citations classes. On the test data, we achieved top-1 and top-5 error rates of 39.7\% and 18.9\%

Cited by 13259  Related articles  All 95 versions  Cite  Save

Krizhevsky, Sutskever & Hinton, NIPS 2012



...And Cooler and Cooler ©

“AlexNet” “GoogLeNet” “VGG Net” “ResNet”

g image

'F=; conv-64

- conv-64
E_E:Em maxpool
= EE = conv-128
ggg N conv-128
z maxpool
Zg E = conv-256
EEEE conv-256
f = iy S =] maxpool
X : 2 2 = conv-512
E.Eﬁ; conv-512
= “f = maxpool

=
St conv-512
: ': conv-512
3+ maspool
=

B i FC-4096

nge FC-4096

? FC-1000
- softmax

[Krizhevsky et al. NIPS 2012]  [Szegedy et al. CVPR 2015] [Simonyan & Zisserman, [He et al. CVPR 2016]

ICLR 2015]



Neural Nets
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Ontological Structure Structure
Not Used as Much




Arthropoda
isa .
:
isa i ““,‘-' ~........ ~.,_.....
S——

Deng, Krause, Berg & Fei-Fei, CVPR 2012



Deng, Krause, Berg & Fei-Fei, CVPR 2012
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Maximize Specificity (f)
Subject to Accuracy (f) =1-¢&

@D oG

Deng, Krause, Berg & Fei-Fei, CVPR 2012



Optimizing with a Knowledge Ontology Results in Big
Gains in Information at Arbitrary Accuracy

3.5
~~ 3t
2 Our Model
Ie) 2.5¢
S 2
4y}
O 1.5}
G |=DARTS
‘E - | EAF-GT
— 0.5 -"*MAX-REW

MAX—[EXP | |
8.2 0.4 0.6 0.8 1

Accuracy

Deng, Krause, Berg & Fei-Fei, CVPR 2012



Relatively Few Works Have Used Ontology

Kuettel, Guillaumin, Ferrari.
Segmentation Propagation in
ImageNet. ECCV 2012

ECCV 2012
Best paper Award

Hedging your bets: Optimizing accuracy-specificity trade-offs in large scale visual
recognition

Search within citing articles

Youtube2text: Recognizing and describing arbitrary activities using semantic
hierarchies and zero-shot recognition

S N Kri: ae = F of the ..., 2013 - cv-foundation.org

Abstract Despite a recent push towards larg le object ition, activity iti

remains limited to narrow domains and small vocabularies of actions. In this paper, we

tackle the ge of izing and ibing activities" in-the-wild". We present a

Cited by 129 Related articles All 13 versions Cite Save

Reasoning about object affordances in a knowledge base representation
Y Zhu, A Fathi, L Fei-Fei - European conference on computer vision, 2014 - Springer

Abstract Reasoning about objects and their affordances is a fundamental problem for visual
intelligence. Most of the previous work casts this problem as a classification task where
separate classifiers are trained to label objects, recognize attributes, or assign affordances.
Cited by 78 Related articles All 7 versions Cite Save

poF] TREETALK: Composition and Compression of Trees for Image Descriptions.
P Kuznetsova, V Ordonez, TL Berg, Y Choi - TACL, 2014 - pdfs.semanticscholar.org

Abstract We present a new tree based approach to composing expressive image

descriptions that makes use of naturally occuring web images with captions. We investigate

two related tasks: image caption generalization and generation, where the former is an

Cited by 65 Related articles All 12 versions Cite Save More

From large scale image categorization to entry-level categories

V Ordonez, J Deng, Y Choi, AC Berg... - Proceedings of the IEEE ..., 2013 - cv-foundation.org
Abstract Entry level categories the labels people will use to name an object were originally
defined and studied by psychologists in the 1980s. In this paper we study entrylevel
categories at a large scale and learn the first models for predicting entry-level categories for
Cited by 63 Related articles All 48 versions Cite Save

troF] Integrating Language and Vision to Generate Natural Language Descriptions
of Videos in the Wild.

J Thomason, S Ver - ..., 2014 - ai2-s2-pdfs.s3. com

Abstract This paper integrates techniques in natural language processing and computer

vision to improve recognition and description of entities and activities in real-world videos.

We propose a strategy for generating textual descriptions of videos by using a factor graph

Cited by 59 Related articles All 12 versions Cite Save More

tpoF) Hierarchical Semantic Labeling for Task-Relevant RGB-D Perception.
C Wu, | Lenz, A Saxena - Robotics: Science and systems, 2014 - pdfs.semanticscholar.org
Abstract—Semantic labeling of RGB-D scenes is very important in enabling robots to

perform mobile manipulation tasks, but different tasks may require entirely different sets of
labels. For example, when navigating to an object, we may need only a single label

Cited by 47 Related articles All 13 versions Cite Save More
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“First, we find that the
performance on vision
tasks still increases
linearly with orders of
magnitude of training
data size.”

C. Sun et al, 2017

arXiv:1707.02968v1 [cs.CV] 10 Jul 2017

Revisiting Unreasonable Effectiveness of Data in Deep Learning Era

Chen Sun!, Abhinav Shrivastava'2, Saurabh Singh', and Abhinav Gupta'?

'Google Research
2Carnegie Mellon University

Abstract

The success of deep learning in vision can be attributed
to: (a) models with high capacity; (b) increased compu-
tational power; and (c) availability of large-scale labeled
data. Since 2012, there have been significant advances in
representation capabilities of the models and computational
capabilities of GPUs. But the size of the biggest dataset has
surprisingly remained constant. What will happen if we in-
crease the dataset size by 10x or 100x ? This paper takes
a step towards clearing the clouds of mystery surrounding
the relationship between ‘enormous data’ and deep learn-
ing. By exploiting the JFT-300M dataset which has more
than 375M noisy labels for 300M images, we investigate
how the performance of current vision tasks would change
if this data was used for representation learning. Our pa-
per delivers some surprising (and some expected) findings.
First, we find that the performance on vision tasks still in-
creases linearly with orders of magnitude of training data
size. Second, we show that representation learning (or pre-
training) still holds a lot of promise. One can improve per-
formance on any vision tasks by just training a better base
model. Finally, as expected, we present new state-of-the-
art results for different vision tasks including image clas-
sification, object detection, semantic segmentation and hu-
man pose estimation. Our sincere hope is that this inspires
vision community to not undervalue the data and develop
collective efforts in building larger datasets.

1 .
; Dataset Size
F
g
E 1 0
s
-
300 .
Model Size
t Inception ResNet-v2
§
7w ResNet-101
2 VGG ResNet-50
AlexNet
@ ¢ Paramaters

12000
4 GPU Power
|-
B E000
2
o

2012 2013 2014 2015 2016

Figure 1. The Curious Case of Vision Datasets: While GPU com-
putation power and model sizes have continued to increase over
the last five years, size of the largest training dataset has surpris-
ingly remained constant. Why is that? What would have happened
if we have used our resources to increase dataset size as well? This
paper provides a sneak-peek into what could be if the dataset sizes
are increased dramatically.

ously, while both GPUs and model capacity have contin-
ued to grow, datasets to train these models have remained
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How Humans Compare

Human GoogleNet

5.1% 6.8%

Top-5 error rate Top-5 error rate
Susceptible to: Susceptible to:
* Fine-grained recognition « Small, thin objects
 Class unawareness « Image filters
 Insufficient training data  Abstract representations

e Miscellaneous sources

Andrej Karpathy. http://karpathy.github.io/2014/09/02/what-i-learned-from-competing-against-a-convnet-on-imagenet/



What Lies Ahead



Moving from object recognition...




.to human-level understanding.
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Inverse Graphics

Image credit: https://www.youtube.com/watch?v=ip-KIzQmcBo (Oliver Villar)



IMGE

lady

ImageNet: Deng et al. 2009; COCO: Lin et al. 2014



Microsoft COCO

Common Objects in Context

1 sky SNow building
eaves
ski bag sunglasses vest
jacket
1 a dy head 1
hat tree pote
glove
equipment Lo coat

“A lady in pink dress is skiing.”

COCO: Lin et al. 2014



leaves sky Snow building
ski bag sunglasses vest
jacket
1 a dy head I
hat tree poie
glove
equipment LOEiE coat

“A lady in pink dress is skiing.”

“A man standing.” “A clear blue sky at a ski resort.” “A snowy hill is in front of pine trees.”
“There are several pine trees.” “A group of people getting ready to ski.”

Q: What is the man in the center doing? A: Standing on a ski.
Q: What is the color of the sky? A: Blue Q: Where are the pine trees? A: Behind the hill.

<woman coat> <trees green> <trees group (of people)>
<man jacket> <boots yellow> <lady skis> cee
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Visual Genome Dataset

A dataset, a knowledge base, an ongoing effort to connect structural image concepts to language.

Specs Goals

* 108,249 images (COCO images) Beyond nouns

*  4.2M image descriptions — Objects, verbs, attibutes

*  1.8M Visual QA (7W) . Beyond object classification

*  1.4M objects, 75.7K obj. classes — Relationships and contexts
* 1.5M relationships, 40.5K rel. classes . Sentences and QAs

e 1.7M attributes, 40.5K attr. classes . From Perception to Cognition

« Vision and language correspondences

«  Everything mapped to WordNet Synset

Krishna et al. IJCV 2016



@ Visual Genome Dataset

A dataset, a knowledge base, an ongoing effort to connect structural image concepts to language.

DenseCap & Relationship Image Visual Q&A
Paragraph Prediction Retrieval w/ Zhu et al. CVPR’16
Generation Krishna et al. Scene Graphs

Karpathy et al. CVPR’16 ECCV’16 Johnson et al.

Krause et al. CVPR’17 CVPR’15

Xu et al. CVPR’17

- =T
: -+ e
¢ . 1
<a g . ma riding an elephant
\ ' [ ]
y 3 ' e B 8 E
- .
head of an elephant
i

Q: What is the person
sitting on the right of the
elephant wearing?

A: A blue shirt.

Krishna et al. IJCV 2016



Workshop on Visual Understanding by Learning from
Web Data 2017

26 July 2017 | Honolulu, Hawatii
in conjunction with CVPR 2017

http://www.vision.ee.ethz.ch/webvision/workshop.htinl




The Future of Vision and Intelligence

Agency:
The integration
of perception,
understanding
and action

81



Eight Years of Competitions

IMJGE

10X X
2 O 1 O _ 2 O 1 7 reduction of image imp1§ement of

classification error detection precision




What Happens Now?

IMGE

+ kaggle

We're passing the
baton to Kaggle: a
community of more

than 1M data
scientists.

Why?
democratizing
data is vital to

democratizing Al.

image-net.org
remains live at
Stanford.



What Happens Now?

IMAGENET + kaggle

ImageNet Object Localization Challenge
ImageNet Object Detection Challenge
ImageNet Object Detection from Video Challenge
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“This 1s not the end. It is not even the
beginning of the end. But it is, perhaps,
the end of the beginning.”

WINSTON CHURCHILL



